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Abstract Medical research is held as a field for education to emulate. Education

researchers have been urged to adopt randomized controlled trials, a more ‘‘scien-

tific’’ research method believed to have resulted in the advances in medicine. But a

much more important lesson education needs to borrow from medicine has been

ignored. That is the study of side effects. Medical research is required to investigate

both the intended effects of any medical interventions and their unintended adverse

effects, or side effects. In contrast, educational research tends to focus only on

proving the effectiveness of practices and policies in pursuit of ‘‘what works.’’ It has

generally ignored the potential harms that can result from what works. This article

presents evidence that shows side effects are inseparable from effects. Both are the

outcomes of the same intervention. This article further argues that studying and

reporting side effects as part of studying effects will help advance education by

settling long fought battles over practices and policies and move beyond the vicious

cycle of pendulum swings in education.

Keywords Educational research � Methodology � RCT � Direct instruction �
International assessment � Side effects � PISA � Educational policy � Educational
reform

Medical research is held as a field for education to emulate (Bryk 2015; Slavin

2002). Education researchers have been urged to adopt randomized controlled trials

(RCT), a more ‘‘scientific’’ research method believed to have resulted in the

advances in medicine (Slavin 2002). The hope is that if educational research adopts

this scientific method, it will lead to evidence-based (better) policies and practices

and ultimately better education (Slavin 2002).
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Despite differing opinions that argue for the merits of other methods (Berliner

2002; Shavelson and Towne 2002; Slavin 2002, 2008), proponents of RCTs have

won the day, at least for now. Over the past decade or so, the funding and desire for

randomized controlled experiments in educational research has increased signifi-

cantly. In essence, RCT is now the gold standard in educational research. For

example, the What Works Clearinghouse (WWC) of the Institute of Educational

Sciences (IES), which aims to ‘‘promote informed education decision making by

providing educators, policymakers, researchers, and the public with a central and

trusted source of scientific evidence about ‘‘what works’’ in education’’ (What

Works Clearinghouse 2015), accepts only studies using RCT as meeting ‘‘WWC

Group Design Standards without Reservations.’’ Quasi-experimental design can be

accepted, but it only meets the standards with reservations (What Works

Clearinghouse 2014).

It is uncertain whether RCTs should be the gold standard for educational research

and whether they improve educational policies and practices. But there is another,

more important lesson education should learn from medicine: a prevalent acute

concern over side effects resulting from intervention or treatment. In the

development and research of medical interventions, be they new drugs or medical

procedures, it is essential to weigh the risks against their effectiveness. For example,

the U.S. Food and Drug Administration (FDA) requires prior to research on a new

drug, or ‘‘investigating a new drug (IND)’’, sponsors must ‘‘notify FDA and all

participating investigators, in a written IND safety report, of any adverse experience

associated with the use of the drug that was both serious and unexpected, and any

finding from tests in laboratory animals that suggested a significant risk for human

subjects.’’ [U.S. Department of Health and Human Services (Food and Drug

Administration Center for Drug Evaluation and Research (CDER) Center for

Biologics Evaluation and Research (CBER)), 2012, p. 2]. Clinical trials, the next

phase of development, have similar requirements. Even after a drug is approved,

research on side effects continues and the FDA continues to watch and actively

encourage the reporting of previously unidentified side effects.

Why study side effects in education?

‘‘Side effect’’ is defined in the online Cambridge English Dictionary1 as ‘‘an

unwanted or unexpected result or condition that comes along with the desired

effects of something.’’ It is universally accepted in medicine that any intervention

can have unwanted effects that can damage the person it intends to heal. Medical

research thus considers benefits and risks to be fundamentally inseparable: they are

two sides of the same coin. When studying and reporting the benefits or

effectiveness, one must also study and report the risks.

Studying and reporting side effects in trials can save lives by preventing products

that may be effective but pose high health risks from entering the market. For

example, the global pharmaceutical giant Pfizer terminated the development of

1 http://dictionary.cambridge.org/us/dictionary/english/side-effect.
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Torcetrapib, a drug that early studies showed to be effective in preventing heart

attacks and strokes, because it triggered a higher rate of chest pains and heart failure

than the control group during clinical trials (Ginsberg and Kingston 2014). Although

the termination meant that Pfizer lost its more than $800 million-dollar investment,

it likely saved many lives.

Moreover, considering side effects also helps advance the field. Medical research

is not always about finding more effective treatment; it is also about minimizing

side effects. Discovering new treatments that may be equally or less effective but

cause less severe or fewer side effects have also motivated medical improvements.

For example, aminopterin was used to treat children with leukemia but it had toxic

effects, including ‘‘a troublesome stomatitis affecting the rapidly dividing lining

cells of the mouth, leading to painful ulceration’’ (Sneader 2005, p. 251). A new

drug, methotrezate replaced amintopterin because it caused less severe side effects.

Just recently, a cooling cap system was developed and approved to minimize the

side effect of hair loss for breast cancer patients undergoing chemotherapy (Kaplan

2016).

Studying and reporting both effects and side effects helps consumers make

informed decisions. Doctors and patients can weigh the benefits and risks with the

information. Some treatment may be more effective, but so are their side effects.

While a treatment may be less effective, but so is its adverse effect. Thus in some

cases, making choices about a medical treatment is extremely difficult. But being

fully informed of known risks associated with the treatment definitely helps in these

difficult times. This is why medical products are required to disclose their side

effects and information about their effectiveness. This is true even for common over

the counter drugs such as cold medicine. When you buy a bottle of Ibuprofen, for

example, the label clearly indicates its effectiveness in relieving pain and reducing

fever, but also its potential to cause severe allergic reactions and stomach bleeding.

Educational researchers neither share this belief, nor are they required to adopt

similar practices. Much research in education focuses exclusively on proving or

disproving the effectiveness of an intervention. It is extremely rare to find a study

that evaluates both the effectiveness and adverse effects of a product, teaching

method, or policy in education. I have not yet found an educational product that

comes with a warning label carrying information such as ‘‘this program works in

raising your students’ test scores in reading, but may make them hate reading

forever.’’ The What Works Clearing House does not make it a requirement to report

side effects. It only reports to what degree the intervention was effective, backed up

with scientifically collected evidence. In other words, educational research seems to

be exclusively interested in what works, but ignores the possibility that what works

may hurt at the same time.

There are probably many reasons for the apparent lack of concern for risks of

intervention in education. One of them is the positive perception of ‘‘education.’’

Education is universally perceived to be good, as such very few people

automatically associate education with any adverse effects. Thus, when we consider

educational interventions, we only want to know if they are effective. Another

possible reason is that damages caused by education may take a long time to be

observed or felt, quite unlike negative reactions to medicine (although even in
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medicine negative effects on health may only appear years later in some cases). It is

thus rather difficult to study or find out about education’s side effects. It is also

possible that the narrow definition of educational outcomes makes it hard to observe

adverse effects. The dominant definition of educational outcomes today is cognitive

abilities in a few subjects, measured by standardized tests. Unsurprisingly, this

means most educational studies use standardized test scores as the measure of

effectiveness. But there are other outcomes that matter but are rarely measured, such

as personal qualities and motivation (Duckworth and Yeager 2015; Zhao 2016a).

Thus we would not know if an intervention found to be effective in promoting

cognitive abilities might adversely affect personal qualities and motivation.

Furthermore, there may be political, commercial, or other reasons to deliberately

overlook side effects, just like some pharmaceutical companies might overlook or

suppress the reporting of side effects in pursuit of profits.

Whatever the reason, the lack of concern about side effects has resulted in a

number of serious problems in education. First, there have been long, unproductive,

yet fierce battles over the good or bad of pedagogical approaches (e.g. direct

instruction), and policies (e.g. charter schools). Their proponents can put up

abundant evidence to prove their effectiveness, while their opponents have equally

abundant evidence to prove their negative effects. More evidence, however

scientifically collected, is unlikely to end the battles because both sides are right and

wrong at the same time. They are simply looking at two different sides of the same

coin. One side is only looking at the effects and the other, the side effects.

Second, policies and practices have been advocated and implemented without

adequately studying and reporting their risks, thus resulting in more damages than

benefits. These damaging outcomes, when later discovered and reported, are often

cast away as unintended consequences. However, they could be prevented or

minimized in advance if educational research had a similar concern about side

effects as medicine.

Third, education seems to be stuck in perpetuating pendulum swings (Barker

2010; Cuban 1990; Kaestle 1985; Slavin 1989). Despite the many reforms over the

years, researchers, practitioners, and the public feel there are no new ideas in

education. Old ideas are recycled every few years, perhaps with new names. As a

result, there are really no new ideas, no advancement, and no progress. There are

many reasons for pendulum swings in education (Cuban 1990), but the lack of

concern for both effects and side effects is one of the major contributors. When an

idea is implemented without considering its adverse effects, it will be eventually

abandoned when its negative effects eventually materialize. But when an idea is

abandoned due to its side effects, it does not mean it is not effective, but that the

risks outweigh the benefits. Thus when the succeeding idea’s negative effects

emerge, the old idea’s positive effects are good reasons to bring it back. A way

forward is to consider both positive and negative effects of an idea, work on

maximizing its positive effects while minimizing its negative impact, instead of

completely replacing the idea; an important lesson to learn from the emerging field

of improvement science (Bryk 2015).

Finally, the idolization of education systems, institutions, and approaches often

leads to ultimate disappointment without considering side effects. In recent years,
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international organizations have been busy with identifying educational systems

worth learning from. Singapore, Finland, Shanghai, and Korea have been promoted

as education systems that others should look up to and learn from (Tucker 2011;

Sahlberg 2011) but whatever is in these systems that resulted in their top

performance may have negative side effects. Upon examining the side effects, these

systems may look much less glorious and thus causes disappointment (Zhao

2014, 2015). Likewise, institutions and individuals who have garnered great honor

for raising test scores turned out to have done so while causing significant collateral

damages (Nichols and Berliner 2007).

These problems are good reasons for starting to treat side effects in educational

research the same way they are treated in the field of medicine. In the remainder of

this article, I discuss three examples of side effects in education and how

considering side effects can help address some of the persistent problems in

education and advance education.

Direct instruction: Instruction that stifles creativity

With hundreds, if not thousands, of studies, direct instruction2 (DI) is perhaps one of

the most researched pedagogical approaches3 (e.g. Adams and Engelmann 1996;

Becker and Gersten 1982; Brent and DiObilda 1993; Dean and Kuhn 2007; Gunn

et al. 2000; Meyer 1984; Peterson 1979; Roehler and Duffy 1982; Schwerdt and

Wuppermann 2011; Swanson and Sachse-Lee 2000). But despite the vast amount of

research, there is no general agreement whether direct instruction is an effective

approach. Essentially, the lack of a tradition of considering side effects as an

integral part of effectiveness in educational research has resulted in two

irreconcilable bodies of literature: one proving the effectiveness of direct instruction

and the other condemning direct instruction for its potential negative side effects. As

a result, the debate among proponents and opponents of the approach has

degenerated into ideological and political wars, as exemplified by the math wars

(Klein 2007) and reading wars (Pearson 2004).

The disputes cannot be settled with more rigorous research methods such as

RCT. Supporters of direct instruction have presented abundant convincing evidence

scientifically gathered over 40 years that supports its effectiveness in raising student

academic achievement4 (Hempenstall 2012, 2013). Nonetheless, they have failed to

convince the critics. It is not because of their lack of data or rigorous research

method or design they used to collect the evidence. Most of the opposition does not

come from doubting the evidence-supported effectiveness of DI, but stems from a

different set of concerns such as the rigidity and prescriptiveness of the approach,

2 Direct instruction (di) here refers to the general pedagogical approach characterized by explicit

instruction. It includes both the lower and upper case dis (Rosenshine 2008).
3 The National Institute for Direct Instruction published a 102 page long bibliography of writings on

Direct Instruction in 2015, each page containing about 12 entries (National Institute for Direct Instruction

2015).
4 Although What Works Clearing House found the effects to be small or indiscernible based on its

reviews of two programs using direct instruction (What Works Clearinghouse 2006, 2007).
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inconsistency with developmental theories, inappropriateness for certain groups of

children and contexts, sustainability of the effects over time, suppression of learner

autonomy and development of creativity, and other potential damaging side effects

(Adams and Engelmann 1996; Hempenstall 2013; Tarver 1998).

These concerns are essentially about the adverse effects of DI. But supporters of

DI tend to refuse to acknowledge them as such. Instead they discount these concerns

as ‘‘myths,’’(Adams and Engelmann 1996; Hempenstall 2013; Tarver 1998)

blaming ideological bias and lack of understanding of direct instruction. Or they

try to produce more evidence, while their critics continue to show evidence of its

adverse effects.

A more rational and productive approach would be for both sides to acknowledge

that DI, like all medical products has effects and side effects. The evidence

supporting DI’s effectiveness seems overwhelming, but there is also evidence

showing that it can cause damage. For example, a review article by Penelope L.

Peterson in 1979 found that DI could suppress creativity and problem solving while

boosting achievement test scores. After reviewing over 200 studies, she concluded:

…with direct or traditional teaching, students tend to do slightly better on

achievement tests, but they do slightly worse on tests of abstract thinking, such

as creativity and problem solving. Conversely, with open teaching, students do

somewhat worse on achievement tests, but they do somewhat better on

creativity and problem solving. Furthermore, open approaches excel direct or

traditional approaches in increasing students’ attitudes toward school and

toward the teacher and in improving students’ independence and curiosity. In

all these cases, the effects were small. (Peterson 1979, p. 47)

Peterson’s observations seem theoretically reasonable. Direct instruction can be

effective ‘‘in promoting rapid and efficient learning of target material,’’ (Bonawitza

et al. 2011, p. 322), but it can negatively impact creativity because ‘‘instruction

necessarily limits the range of hypotheses children consider’’ (Bonawitza et al.

2011, p. 322) and their attempt to explore novel situations. This hypothesis was

confirmed by two independent studies conducted in two separate labs. Both studies

were published in the journal Cognition in 2011 (Bonawitza et al. 2011;

Buchsbauma et al. 2011).

In one study, Bonawitza and colleagues conducted two experiments among

preschoolers. In the first experiment, the children were randomly assigned into four

conditions: pedagogical, interrupted, naı̈ve, and baseline. The task was to play with

a novel toy. In the pedagogical condition, the experimenter acted like a teacher

using direct instruction. She told the children ‘‘Look at my toy! This is my toy. I’m

going to show you how my toy works. Watch this!’’ She then proceeded to

demonstrate one of the multiple ways of playing with the toy. The interrupted

condition had exactly the same treatment except that the experimenter interrupted

herself and moved away from the scene immediately after the demonstration. In the

naı̈ve condition, the experimenter told the children she had just found the toy and as

if by accident discovered the way to play with the toy by saying ‘‘Huh! Did you see

that? Let me try to do that!’’ She then performed the same action. In the baseline

condition, the experimenter did not demonstrate the use of the toy. She simply
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called children’s attention to the toy by saying: ‘‘Wow, see this toy? Look at this!’’

In all conditions, after the initial introduction, the experimenter encouraged the

children to figure out how the toy worked and then left them to play with it

(Bonawitza et al. 2011, p. 322).

The researchers video recorded all sessions and compared children’s total time

playing, the number of unique actions performed, the proportion of time spent on

the demonstrated function, and the total number of functions discovered. Their data

suggest:

…that teaching constrains children’s exploration and discovery. Children who

were taught a function of a toy performed fewer kinds of actions of the toy and

discovered fewer of its other functions, than children who did not receive a

pedagogical demonstration, even though all children were explicitly encour-

aged to explore the toy (Bonawitza et al. 2011, p. 325).

The results of the second experiment further confirmed findings of the first. It

found that children could infer pedagogical intentions. In other words, even if

children are not directly instructed but are given the opportunity to overhear

instructions to their peers, they believe teaching is happening and so they should

follow the instructor.

The other study provides more evidence that direct instruction is efficient and

effective in teaching targeted knowledge, but inhibits curiosity and creativity. The

study was also conducted with a group of preschoolers using toys. The results show

that children in situations where the experimenter adopted the role of an instructor

and directly gave instructions and demonstrations were more likely to imitate the

instructor than in other conditions. But they were found to be less likely to explore

and come up with novel solutions (Buchsbauma et al. 2011).

Similar findings are reported in math learning (Kapur 2014). Students generated

more solutions to the problems before instruction than after. Students who received

instruction first tended to produce only the correct solutions they were told. Kapur

(2016) suggests that instruction seems to constrain students’ search for novel

solutions, which is necessary for creativity and inventiveness.

‘‘Unproductive success’’ is a concept applied to direct instruction by Manu Kapur

in a recent article in Educational Psychologist. According to Kapur, ‘‘unproductive

success’’ is intervention that ‘‘may maximize performance in the shorter term

without maximizing learning in the longer term…it is possible for students to show

high performance on memory tasks or carrying out problem-solving procedures

without a commensurable understanding of what it is that they are doing’’ (Kapur

2016, p. 290). In a quasi-experimental study where students are placed in two

different conditions: Direct Instruction where students received lectures from the

teacher and Productive Failure where students were first asked to solve complex

problems and then the teacher explains about ‘‘canonical’’ solutions. The study

found that students in the direct instruction condition were initially more successful

in solving well-structured problems (Kapur and Bielaczyc 2012). However, in the

end, their performance on tasks that required deeper conceptual understandings was

inferior to students under the Productive Failure condition.
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Obviously we should be very cautious with drawing any general conclusions

based on just a few studies. However, the philosophy underlying the studies is what

we need in educational research. The approach that simultaneously studies effects

and side effects of educational interventions holds great promise to resolve long

fought battles with empirical evidence. These studies essentially confirm that DI can

be effective in knowledge transmission AND suppress creativity and curiosity. In

education, we need both effective ways to transmit knowledge and foster creativity.

Thus DI has its place in education. However its side effects need to be minimized.

To advance education it is thus more important to direct efforts to explore when DI

should be used for what purpose and population as well as strategies to mitigate its

adverse effects on creativity.

More important, studies like these give consumers information to make choices.

Knowing the effects and side effects of educational interventions, consumers (policy

makers, educators, parents, and students) can decide what interventions they would

adopt and the potential risks and benefits of their decisions. In the case of DI, if

further investigations confirm that the effectiveness in promoting rapid and efficient

mastery of knowledge and skills of direct instruction comes at the expense of

creativity and curiosity, education consumers can choose if, when, or how much

they wish to adopt direct instruction or discovery learning. What is of particular

importance is whether the damage to creativity and curiosity is long term and

extends beyond the immediate situation. A one-time treatment of direct instruction

is unlikely to inhibit children’s curiosity and creativity for life. But what if children

are exposed to only direct instruction for 12 years or longer? Would it cause them to

become less creative?

The best or the worst: The conflicting evidence of performance

In recent years, as interest in learning from top performing educations systems

grows, international assessment programs have become the de facto arbiter of the

quality of education in the world, using students’ test scores as evidence. As a result,

East Asian education systems have been branded as the best education systems in

the world because their students have consistently topped the world in the two most

influential international testing programs: Trends in International Mathematics and

Science Study (TIMSS) and Programme for International Student Assessment

(PISA). Since the 1960s when the First International Mathematics Study (FIMS)

was conducted, East Asian education systems have ranked the best in test scores

(Baker 2007; OECD 2011, 2013a, 2014; Zhao 2012a, 2015).

It is thus no surprise that East Asian education systems have become the object of

idolization and source of ideas for improving education. Eager admirers and

learners from around the globe have come to them for lessons in policy, curriculum,

school management, teachers and teaching. Academic scholars, policy wonks,

journalists, and casual observers have produced numerous articles, books,

documentary films, and blog posts praising these systems and making a wide

range of recommendations for other systems around the world (Bieber and Martens

2011; Darling-Hammond and Lieberman 2012; Figazzolo 2009; Jensen 2012; Lamb
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and Fullarton 2002; Meyer and Benavot 2013; National Research Council 1999;

Nelson 2002; OECD 2011; Schleicher 2013; Schmidt 1999; Tucker 2011, 2014).

Some of these recommendations have been taken seriously and implemented. For

example, much of the argument for international benchmarking in the U.S.

Common Core State Standards was fueled by Eastern Asian education systems’

superior performance (Common Core State Standards Initiative 2011). The U.K. has

decided to have half of its primary schools, about 8000, adopt the math teaching

method practiced in Hong Kong, Singapore, and Shanghai because of their

performance (Telegraph Reporters 2016). It is safe to say that Eastern Asian

education systems have had a significant impact on educational policies and

practices around the world in the past two decades.

There is no shortage of critics who question East Asia’s superior performance

over the years. Some question the validity and reliability of the methods employed

by PISA and TIMSS (Feniger and Lefstein 2014; Kreiner and Christensen 2014;

Morrison 2013; Stewart 2013), others doubt the sampling of participants (Loveless

2014). There certainly are issues with the tests that identified Eastern Asian

education as the best systems, but the real big problem is the adverse effects these

systems may have on their children.

East Asia’s students have ranked among the lowest in terms of their reported

confidence in mathematics, despite their top performance in test scores (Zhao

2016c, d). In the 1995 TIMSS results, for example, the percentages of students

reporting themselves as ‘very confident’ in math and science in 1995 in East Asian

systems were much lower than in Australia, the UK, and the US (Figs. 1, 2).

Compared to U.S. students, who have always scored much lower in TIMSS

mathematics, East Asian students have consistently reported lower confidence in

math (Zhao 2016d).

Fig. 1 Percentage confident in maths (‘Usually do well in Maths’), eighth grade, TIMMS 1995
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PISA has shown similar results. In the 2012 PISA study, students in East Asian

systems reported the lowest self-confidence in the world (OECD 2013b). A high

proportion of students in these educational systems worried they ‘‘will get poor

grades in mathematics.’’ More than 70% of students in Korea, Chinese Taipei,

Singapore, Viet Nam, Shanghai-China, and Hong Kong-China—in contrast to less

than 50% in Austria, United States, Germany, Denmark, Sweden, and the

Netherlands—‘‘agreed’’ or ‘‘strongly agreed’’ that they worry about getting poor

grades in math (OECD 2013b).

East Asian students have also ranked low in their attitudes toward the tested

subjects: math, reading, and science. They tend to like the subjects less and value

them less than students in other countries (Mullis et al. 2008, 2012; OECD 2013b;

Zhao 2014, 2016c, d). Moreover, while their performance in tests continued to

improve over the years, their confidence and attitudes have not. Instead, they seem

to decline (Zhao 2016c, d).

This seems counterintuitive because it is more reasonable to expect high

performance should make the students more confident and more interested in the

subjects. This is in fact the case within education systems. For example, TIMSS has

reported positive correlations between test scores and confidence as well as attitude

within education systems (Loveless 2006). In other words, at the individual level,

students who scored higher tend to be more confident within education systems.

Thus the fact that East Asian students have low confidence is a system effect.

That is, these systems have a small percentage of students who have confidence in

their math. It does not mean that high-performing students within these systems

necessarily have low confidence or vice versa. Instead, it means that these systems

have somehow made a large number of students lose confidence and interest in

math, science, and reading, while helping them achieve excellence in testing.

Fig. 2 Percentage confident in science, eighth grade, TIMMS 1995
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Therefore it is not unreasonable to hypothesize that these educational systems

may be effective in preparing students to achieve excellent scores AND effective in

lowering their confidence and interest. They help with improving test scores but

hinder the development of confidence and interest. This hypothesis has not been

confirmed with large scale and longitudinal studies, but there is preliminary

evidence.

One piece of evidence is the negative correlation between students’ confidence

and test scores across educational systems. In the 2003 TIMSS, math scores and

confidence in the subject were significantly negatively correlated, in both 4th and

8th grade (r = -0.59 and r = -0.64 respectively) (Loveless 2006). The correlation

between nations’ average scores and enjoyment is also negative (r = -0.67 for 4th

grade and r = -0.76 for 8th grade). Similar negative relationships exist between

PISA scores and students’ non-cognitive qualities. ‘‘It seems that pupils in high-

scoring countries also develop the most negative attitudes to the subject’’ (Sjøberg

2012, p. 1). There is a significant negative correlation between students’ self-

efficacy in science and their scores in the subject across education systems in the

2015 PISA results, for example (OECD 2016). Additionally, PISA scores have been

found to have a significant negative correlation with entrepreneurial confidence and

intentions (Zhao 2012b).

Another piece of evidence is the peculiar trend in TIMSS outcomes over the past

two decades. While East Asian education systems continued the upward trend in test

scores, there has been a slight decline in confidence and attitude. The same trend is

observed for the United States (Zhao 2016d). This appears to suggest that strategies

that raise test scores may indeed negatively affect confidence and attitude.

Learning from others is always a good idea, but we must do so with great caution.

The East Asian systems may be the best at producing outstanding test scores, they

are also the worst in cultivating confidence in and a positive attitude toward the

subjects. If indeed the policies and practices that raise test scores also hurt

confidence and attitude, we must carefully weigh the risks against the benefits. Do

we care more about test scores or confidence and attitude?

When risks outweigh benefits: Test-based accountability

America could have avoided the significant damages caused by test-based

accountability if side effects had been taken seriously in educational research and

policy making. Although the No Child Left Behind Act (NCLB) (‘‘No Child Left

Behind Act of 2001,’’ 2002), the law that made standardized testing a common

fixture of American education, has been widely condemned for the damages it has

caused, most of the criticism came too late. The damages are treated as unintended

consequences, only to be uncovered afterwards. The damages could have been

avoided if studying and reporting side effects had been a requirement for all

proponents of policies and practices. If NCLB proponents had carefully studied and

publicly disclosed its potential risks, would it have received such overwhelming

support from both sides of the aisle in congress and the general public?
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The adverse effects of testing-based accountability imposed by NCLB are

extensive (Ginsberg and Kingston 2014; Hess 2011; Nichols and Berliner 2007;

Ravitch 2013; Tienken and Zhao 2013). Nichols and Berliner (2007) report a wide

range of negative effects of high-stakes testing on American public education. The

prevalence of various forms of cheating on standardized testing is one of them.

Numerous instances of cheating by school administrators and teachers have been

reported in recent years (Toppo et al. 2011), including the infamous case in Atlanta

Public Schools (Vogell 2011; Zhao 2014). The exact magnitude of the problem is

difficult to quantify, but some surveys found that about 10% of teachers and

administrators admit to some form of cheating or assisting their students to obtain

better results (Nichols and Berliner 2007). Without any intention to defend the

unethical behaviors of cheating, Nichols and Berliner believe that high stakes

testing has placed teachers ‘‘in untenable positions, environments where pressures

encourage questionable behavior’’ (2007, p. 34).

Another side effect, or collateral damage, of high stakes testing is the exclusion

of certain types of students from education. Nichols and Berliner found ‘‘consid-

erable evidence that some educators have shaped the test-taking pool in their

schools or districts through such extraordinary practices as withdrawing students

from attendance rolls. Others have purposefully demoralized students, causing them

to give up…’’ (Nichols and Berliner 2007, p. 57). For example, Lorenzo Garcia,

former superintendent of El Paso, kept almost half of the students eligible for 10th

grade from taking the 10th grade exam by not allowing them to enroll in the school,

retaining them at 9th grade, or rushing them into 11th grade (Sanchez 2013). As a

result, ‘‘[h]igh-stakes testing creates conditions in which a great number of our most

vulnerable and less advantaged students are denied a chance at a productive life’’

(Nichols and Berliner 2007, p. 57).

Curriculum narrowing is one more form of side effect causing damages by

denying vulnerable and less advantaged students of a true education (Ginsberg and

Kingston 2014; Hess 2011; Tienken and Zhao 2013). NCLB has led to a significant

narrowing of the education experiences of American children (McMurrer 2007).

With increased emphasis on improving test results in literacy and numeracy, schools

had to reduce the amount of time and resources devoted to other subjects and school

activities. The reduction is much more significant for schools serving disadvantaged

students than for those serving more advantaged children (Tienken and Zhao 2013).

Additionally, high stakes testing has been associated with the distortion of

instruction, turning teaching into test preparation (Ginsberg and Kingston 2014).

Curriculum narrowing and test preparation are likely to undermine ‘‘the meaning-

fulness (or validity) of the resultant test scores’’ (Nichols and Berliner 2007, p. 141).

Furthermore, it has led to a decline of ethical behaviors in state education

departments. Multiple instances of states and districts manipulating drop out rates

and misrepresented test results have been documented (Nichols and Berliner 2007).

Finally, Nichols and Berliner (2007) suggest that high stakes testing has the effect of

undermining American education and demoralizing both teachers and students.

Yet, all these damages came without much benefit. NCLB did not deliver its

promise to close the achievement gap and raise academic achievement (Hout and

Elliott 2011). In other words, NCLB caused all these damages for nothing. The

J Educ Change

123

Author's personal copy



achievement gaps remain (Zhao 2016b) and students’ academic achievement has

not significantly improved (Brown 2016).

A call to study side effects

These examples suggest that educational programs, approaches, and policies are not

unlike medical products: when they cure, they can hurt. They also suggest that

considering both main and side effects can help resolve artificially divisive issues in

education and help advance the field. They further suggest that the negative effects

of educational policies, programs, and products have not gone entirely unnoticed.

There indeed exists a body of literature that reports the negative effects of certain

education approaches, programs, and policies. However, the negative effects of

educational products have not been treated the same way as side effects of medical

products in a number of crucial aspects.

First, there is no regulation that asks developers of education interventions to

study and disclose potential side effects when providing evidence for their

effectiveness. As a result, the majority of educational product developers and

proponents have focused exclusively on marshaling evidence to show benefits and

effects. Even review and synthesis studies such as the numerous meta-analysis

studies have been conducted to prove or disprove the effectiveness of certain

approaches or policies (e.g. Hattie 2009; Shakeel et al. 2016; What Works

Clearinghouse 2014), without much attention to the potential negative effects. Thus

consumers (teachers, parents, education leaders, students, and the public) only have

information of what works, without knowledge of the potential costs associated with

it. In cases where potential damages may be greater than benefits, it is perhaps better

not to adopt the product even if it is effective in some way.

Second, the negative effects of educational products, when occasionally

discovered, are not considered an inherent quality of the product or policy. Rather,

they are often treated as unintended or unanticipated consequences or results of poor

implementation. While not all negative effects can be anticipated and it is

reasonable to believe that policy makers or product developers in education intend

to do no harm, some negative effects can be predicted based on past experiences and

sound reasoning in advance of their actualization. For example, the side effects or

collateral damages of NCLB reported by Nichols and Berliner could have been

anticipated based on Campbell’s Law, which states: ‘‘The more any quantitative

social indicator is used for social decision-making, the more subject it will be to

corruption pressures and the more apt it will be to distort and corrupt the social

processes it is intended to monitor’’ (Campbell 1976, p. 49). The corruption resulted

from NCLB thus could have been avoided or at least mitigated had the policy

makers heeded the warning of Donald Campbell.

Third, when side effects in education are occasionally reported, they often come

from opponents and critics of certain products. But the opponents and critics often

do not consider impartially the effects of the product or policy, nor do they have

access to or resources to conduct original studies concerning the product or policy.

As a result, the reported side effects are often brushed aside as lacking objectivity or
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scientific rigor, or motivated by ideology. This is one of the reasons behind the long

lasting ‘‘wars’’ in education—with two bodies of opposing literature co-existing in

parallel places without much genuine interactions. As a result, much energy is

wasted in research that does not lead to improvement.

Education as a field has been slow to improve because it has largely failed to

build on past experiences (Bryk 2015). One way to build on past experiences is to

consider side effects as an integral aspect of research. Research on side effects can

force product and policy developers to improve their products and policies so as to

minimize side effects or to develop alternative products and policies that cause less

damage. It can also better guide consumers in their decision to choose the products

and policies that best suite them, considering both effects and side effects.

Moreover, seeking to understand side effects can prevent damaging products and

policies, despite their effectiveness, to be adopted in advance. If the risks of a

product are higher than its benefits, it should not be allowed to enter schools.

Recommendations

The field of education is stuck in wars over many interventions, some old and some

new. Besides direct instruction, there are fights over class size, charter schools,

school vouchers, the common core, teacher merit pay, teacher certification, testing-

based accountability, to name just a few. These are all expensive and consuming

battles that can have significant and long lasting impacts on education.

Education can benefit much from making side effects an essential and important

aspect of any study that attempts to prove the effectiveness of educational products,

just like medical research. We should learn from medical research and begin to

build a culture that makes side effects an integral part of our research. We can start

by taking a few actions:

1. Research organizations such as the American Educational Research Association

(AERA) and academic journals can require research articles to include both

main effects and side effects. Such a requirement would force or encourage

educational researchers to pay attention to side effects in their studies. It is not

likely to expect a government organization like the FDA to issue such a

requirement, but it is quite possible for leading organizations and journals to

start the movement.

2. Federal clearing houses such as what works should consider and include

information about the negative effects of educational approaches, methods,

products, or policies. This action would serve two purposes. First, it serves as an

encouragement for educational researchers and product developers to seriously

consider side effects. Second, it provides consumers—educators, parents, and

policy makers—to make informed decisions.

3. Education researchers, policy makers, and product developers should volun-

tarily study side effects and disclose such information. Eventually I hope all

education products and policies will carry a warning label that discloses

confirmed and potential negative effects.
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4. Consumers of educational research, policy, and products should ask for

information about both effects and side effects. For example, when a publisher

comes to promote products, school leaders, teachers, and parents should also

always demand information about side effects of the products. The public

should expect to know side effects of proposed policies and practices.

5. Program evaluation should include investigating both effects and side effects. In

other words, we cannot only look at how effective a program has been, but also

what damages it might have done. For example, when looking at school

privatization and vouchers, we cannot claim success because participants’ test

scores are better (Shakeel et al. 2016). We must also look at the potential

negative impact on the development of participants’ other abilities, teachers,

and even non-participating students affected by the program.

6. Reports of side effects after the implementation of interventions should be

considered seriously. Instead of discarding them as unintended consequences or

improper implementation, or simply complaints by unhappy parents, students,

or teachers, it is the responsibility of the policy and product developers’ to

investigate and respond to such reports. The FDA monitors side effects and

recalls products all the time when a product’s risks outweigh benefits.

No doubt these recommended actions also have side effects that need to be

addressed. When we begin to address the side effects of these recommendations,

education would have advanced. This is how we improve.
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